The spread of a disease through human populations can be significantly altered by patterned networks of social contact. Largely in response to AIDS, the way in which social networks channel disease has recently become the focus of a sustained modeling effort in epidemiology. The challenge has been to develop a general framework capable of representing both simple and arbitrarily complicated mixing structures, and of solving the matching problem in a non-equilibrium multi-group population. This work is reviewed here. A recent contribution from network analysis links log-linear models of contact structure to diffusion equations for transmission. This framework is described in detail, and some applications to the spread of AIDS are described. The results show that careful analysis of structured mixing can reveal significant features of an epidemic that would otherwise be missed.

Epidemiology and Social Networks:
Modeling Structured Diffusion

MARTINA MORRIS
Columbia University

Social networks play an important role in the spread of infectious disease, but one that has been largely ignored. Perhaps due to the long and spectacular list of successes produced by medical biology, from vaccines to treatments to cures, disease has come to be framed almost entirely in biological terms. Biological factors clearly play a critical role in the spread of disease, regulating the transmissibility and natural history of the infectious agent. Social factors, however, are also important, as these regulate the patterns of interpersonal contact and thus the structure within which transmission is channeled.

In the field of epidemiology, attention has historically been restricted to biological factors. Modeling efforts have focused almost exclusively on natural history of the infectious agent: the period of infectiousness, the duration of latency or incubation, the duration of...
the illness, the rate of mortality, the existence of natural or exposure-related immunity, the role of disease-spreading vectors like insects. This tradition of research has produced both a well integrated framework of statistical estimation from epidemiological and experimental data, and simulation models for projection. The standard reference texts are Bailey (1975), Anderson (1982), and Anderson and May (1991). The dominant assumption made regarding social factors has been the assumption of random mixing (also referred to as homogeneous mixing). While this choice of focus might be expected in epidemiology, it is somewhat surprising that sociologists have not really challenged the biologically driven analysis of disease. It is as though we, too, are convinced that disease is not a proper topic for sociological inquiry.

Most people recognize that infectious disease has played an important role in social history. The most infamous cases include the disastrous effects of introducing European diseases, especially smallpox, into the Native American population, and the sequence of plagues in Europe (cf. McNeill 1976).

The flip side of this coin is that various structural aspects of social relations have always served to channel these diseases. Like other exchangeable goods, for example, information, wealth, occupational access, and norms, the diffusion of disease through a human population traces the structure of social networks. Different kinds of diseases travel along different structural routes. The plague, for example, is spread by a mobile vector of rats and fleas. This makes for an efficient, long-lasting infectious vehicle and opens up the potential for spread via long-distance transportation routes; in 14th-century Europe, this meant trade routes. In such cases, macro-economic structures dominated the diffusion path. With the measles, by contrast, there is a relatively short infectious period, and transmission involves either casual or indirect contact. Such diseases are more likely to evolve as geographically localized processes structured by centers of collective activity like schools and supermarkets. Finally, there are diseases spread only by intimate or prolonged contact, such as sexually transmitted diseases. These diseases travel along the most selective forms of social networks, operating on what is comparatively a microstructure.

From a modeling perspective, epidemiologists have made some progress incorporating the first two forms of spatially structured diffusion, but very little on the last. It is in this last area—the patterns of differential association—that the tools of social network analysis are beginning to be used.

**STRUCTURED DIFFUSION IN EPIDEMIOLOGY**

The foundations of modern mathematical epidemiology were laid in the early part of this century. Though, perhaps, never explicitly recognized as such, sociological dynamics have played a part in these models from the beginning. In one of the earliest contributions to formal modeling, the role of social contact in the spread of disease was expressed as a “mass action principle” (Hamer 1906). This principle defined the population dynamics of an epidemic in a simple and intuitive way, proportional to the product of three factors: the probability that one member of the contact is susceptible, the probability that the other is infected, and the number of effective contacts made between individuals per unit time. The first two factors are conventionally defined as the relative fraction of each group in the population. The third factor is a function of the number of contacts and the probability of transmission per contact. Despite the proliferation of additional terms in modern models of disease dynamics, this mass action principle remains central.

Some of the most important later contributions include the threshold theorem of Kermack and McKendrick (1927), which ties the outbreak of an epidemic to the density of susceptibles, the development of stochastic formulations to mimic the role of chance and variation (Bartlett 1955, 1956; Bailey 1975), and the parameterization of models in terms of a "reproductive rate," $R$, a measure of the number of new cases generated by each infective that serves as a practical index for measuring the rate of spread or for tracking the effectiveness of immunization efforts (Anderson 1982). Both stochastic and deterministic formulations are used in the field. Mollison (1977, 1991) provides an excellent, though non-social-science-oriented, review of the relative strengths, weaknesses, and comparative predictions of deterministic and stochastic models of diffusion. Analytic solutions for the dependence of the epidemic on key parameters is often impossible. With stochastic models, for example, analytic solutions are
typically only available for the pure birth versions of the models
(known as simple epidemic models); birth-death processes (known as
general epidemic models), even the simplest kind, are intractable
(Bailey 1975, 88ff.). For this reason, much of the work involves
either strong simplifying assumptions, asymptotic approximations,
or simulation.

The stochastic-deterministic split in epidemic modeling is ana-
glogous to the sociometric-egocentric split in network analysis. Stochas-
tic formulations, like sociometric analyses, model each individual
node in a system and the links among them. In network analysis, such
data are typically represented as a sociomatrix or sociogram. Deter-
ministic formulations, like egocentric analyses, divide the popula-
tion into relatively homogeneous groups and map the average rates
of contact among them. These models are sometimes called "compart-
mental models" in epidemiology. In network analysis, such data are
typically represented in the form of a contact or mixing matrix.

The most systematic work on structured diffusion has been in the
area of spatial models (for a social science oriented review, cf.
Bartholomew 1973, pp. 323-34). This work is typically based on
stochastic models. Selection bias here operates as a simple function
of physical proximity: the closer two individuals are, the higher the
probability that they will come into contact. The position of individu-
als is modeled either in continuous space, using distributions from the
exponential family (Fisher 1937; Van den Bosch, Metz, and Diekmann
1990), or in discrete space, with individuals arrayed on a lattice (Harris
1974; Cox and Durrett 1988). Because of their simplicity and ease of
simulation, lattices are the most common framework for modeling
two-dimensional space, and contacts are often restricted to the "nearest-
neighbor" in the lattice (Harris 1974). The nearest-neighbor epidemic
models are equivalent to percolation models under certain conditions
(Mollison 1977, p. 302). The simplicity of the lattice comes at a price,
however, as the shape of the grid (e.g., square with four neighbors,
square with eight neighbors, or hexagonal) has been shown to affect
the type of epidemic patterns observed in simulation (Lloyd 1991).
Continuous diffusion approximations have also been used, and work
is beginning to be done on modeling epidemics on random graphs
(e.g., Mollison and Barbour 1989). Models for spatially distributed
populations have been considered in Cliff and Ord (1975), Hethcote
Other references may be found in these articles.

For most social processes, however, factors other than physical
distance contribute to biased mixing. Spatial models can be adapted
to make use of some more socially relevant metrics. Hagerstrand
(1967), a geographer interested in the spread of innovations, modified
a simple spatial model by mapping the frequency of telephone contacts
among regions and using these as the basis for probabilities of contact
in his simulations. A similar approach has been used more recently in
a simulation study of the global spread of influenza (cf. Longini, Fine,
and Thacker 1986 for a review). Here, the volume of airline travel was
used as the metric of distance among regions. A social distance metric
could potentially be constructed by several commonly used methods
(e.g., multidimensional scaling, factor analysis, log-linear models, and
latent class analysis). The potential for spatial models to represent
biased mixing is there and, as yet, largely untapped.

Outside of spatial models, few attempts were made to model
nonrandom mixing until the late 1970s and early 1980s when, despite
the relative availability of penicillin and other antibiotics, gonorrhea
rates rose precipitously (see Figure 1). To understand and potentially
control the population dynamics of this sexually transmitted disease,
it was recognized that specific forms of selective mixing would have
to be modeled.

Compartmental models were typically adopted for modeling selec-
tive mixing. In almost all cases, the models were built around contact
or mixing matrices, a cross-tabulation of partnerships by the category
of the subject and the category of the partner. Typically, both the group
definitions and the mixing functions were very simple. Activity level
was the most common characteristic used to form groups, distinguishing
those with high levels of sexual activity (e.g., prostitutes, highly
active homosexuals) from those with low levels. This approach was
pioneered by Lajmanovich and Yorke (1976) and popularized by
Hethcote and Yorke (1984) in their modeling of core populations in
gonorrhea dynamics. In this early work, the rates of contact between
groups were assumed to be governed by proportionate mixing (see
this assumption, one group's exposure to another is proportional to the
total number of contacts made by each group rather than the total
it recognizes population heterogeneity, still assumes homogeneous mixing; every group has the same fraction of their contacts with group \( j \). Proportionate mixing is equivalent to the statistical assumption of independence in the contact matrix. Under this assumption, for example, female prostitutes and highly active male homosexuals, by virtue of their high relative activity levels, would have a great deal of interaction. What is still ignored is social selectivity.

The first real model for selection bias in epidemiology, the “like-with-like” or “preferred mixing” model, introduced a single parameter to reflect the tendency to choose a partner from one’s own group (Nold 1980; Hethcote, Yorke, and Nold 1982; Hethcote and Yorke 1984; Hethcote and Van Ark 1987; Jacquez, Simon, Koopman, Sattenspiel, and Perry 1988; Anderson, Gupta, and Ng 1990). The bias parameter in this model is similar in function to the homophily bias parameter used in network analysis (Fararo and Sunshine 1964). Under this model, the fraction of contacts between group \( i \) and group \( j \) is given by

\[
\pi_{ij} = \begin{cases} 
\rho + (1 - \rho)\pi_i & \text{if } i = j \\
(1 - \rho)\pi_j & \text{if } i \neq j
\end{cases}
\]  

(2)

where \( \rho \) is the homophily bias parameter, the fraction of contacts reserved for partners from the same group and \( \pi_i \) is the proportional mixing fraction defined in equation (1) above, the fraction of all contacts that are made by group \( j \). As the homophily bias varies from 0 to 1, mixing varies from proportional to restricted (within-group contacts only). One of the earliest papers to use this approach was concerned with the role of selection bias in the relative effectiveness of three contact-tracing methods in the control of gonorrhea (Hethcote, Yorke, and Nold 1982). Using an eight-group model defined by gender, symptomatic status, and high or low activity level, and a single parameter to measure homophily, they found that the relative efficiency of different contact-tracing methods was directly related to the degree of homophily. In simulation models for the spread of AIDS, the introduction of a homophily parameter was found to slow the rise of incidence of the disease (De Gruttola and Mayer 1988) and to result in the generation of sequential waves of infection as the virus moves through the different groups in the population (Hyman and Stanley...
able data or knowledge, and an assumption of proportionate mixing
where data are absent. The mixture is determined by minimizing the
discrimination information (Kullback-Liebler distance) from propor-
tionate mixing matrix to the matrix of known constraints. Again
through simulation, Gail found that the degree of heterogeneity in
mixing directly affects the optimal testing strategy for the control of
AIDS. In the most general formulations (Busenberg and Castillo-
Chavez 1989; Jacquez et al. 1989; Koopman, Simon, Jacquez, and
Park 1989; Blythe, Castillo-Chavez, Palmer, and Cheng 1991), arbi-
trarily complicated mixing structures can be represented. These mod-
els, however, tend to be highly over-parameterized, with little attention
paid to either interpretation or estimation of the parameters.

A simpler model has recently been proposed by Gupta and Anderson
(1989). As with the homophily bias approach, the level of assortative
mixing is summarized here by one parameter, but the parameter can
index disassortative as well as assortative mixing. The parameter, ‘Q’
is given by

\[
Q = \frac{\sum_{i=1}^{N} w_i - 1}{N - 1}
\]

where the \( w_i \) are the eigenvalues of an \( N \times N \) mixing matrix. At the
assortative extreme, this measure tends to unity, at the disassortative
extreme to \(-\frac{1}{N}\), and for proportional mixing, it takes the value 0.

Simulations show that assortative mixing generates the most rapid
initial growth, while disassortative generates larger epidemics over the
long term. The model has been applied to a sociometric data set from
a male homosexual community in Iceland (Haraldsdottir, Gupta, and
Anderson 1992) where activity levels were used to define subgroups.
The observed mixing pattern was found to be disassortative and
generated a larger epidemic than would be the case under proportional
or assortative mixing. While this approach is more tractable than some
of the over-parameterized models described above, the single param-
eter it employs is more of a mathematical convenience than a substan-
tive summary. The interpretation of the value of ‘Q’ is meaningful only
with respect to 0 and the extreme values. The parameter also does not

1988). This approach has also been generalized to allow for differen-
tial homophily, group-specific biases with a parameter \( \rho \), for each
group (Jacquez, Simon, and Koopman 1989). While homophily bias
models, uniform and differential, introduce an important form of
selective mixing, they do so only on the diagonal of the contact matrix;
outgroup contacts continue to be allocated proportionally.

Before the early 1980s, there are virtually no models in which
preference orderings for outgroup contacts can be introduced. One
exception is a paper by Lajmanovich and Yorke (1976). Here, no
constraints are placed on the variability in contact rates among groups,
and there are few specific findings. They do prove that if the disease
does not die out, it will persist at levels in each group that are
independent of the levels of initial infection. Another exception is the
simulation study by Elveback, Ackerman, Gatewood, and Fox (1971).
This study examined the effects of structuring population contact by
families, neighborhoods, school, and play groups, with contact rates
assumed to vary in each group. School and play groups are shown here
to function as bridges between families and neighborhoods, increasing
the size of epidemics. The mixing patterns in these studies are not
really modeled; they are more a collection of ad hoc assumptions. The
attention given to the role of social factors in structuring the mixing
process, in contrast to activity levels and disease stages, marks a more
sociologically grounded formulation than previous work had shown.

With the emergence of AIDS in the early 1980s, the role of selective
mixing became the focus of a sustained modeling effort. Some of this
work assumes a particular structure of mixing, but the goal has been
to develop more general representations of arbitrarily complicated
structures. Sattenspiel (1987a, 1987b), an anthropologist, extended the
earlier work of Elveback et al. (1971), systematizing the informal
mixing assumptions of the earlier work into migration matrix models.
She simulated the spread of hepatitis through a child population with
a two-level mixing structure: children mixed within neighborhoods,
and some children from each neighborhood mixed in day-care centers.
The children who attended day-care centers thus functioned as bridges
among the neighborhoods. In these simulations, the size of the epide-
mic was found to depend on (a) the origin of the outbreak, and (b)
the density of intragroup relations. In Gail, Preston, and Fiantadosi
(1989), the contact matrix is constructed by using a mixture of avail-
specify how selection patterns change as the population profile changes (an issue that will be dealt with in detail below). These dynamics thus remain outside the model and must be separately addressed in an ad hoc fashion.

A slightly different focus can be found in models of pair formation and dissolution (Dietz 1987, 1988; Dietz and Hadeler 1988; Waldstätter 1989). Where the classical models of infectious disease assume a constant mixing between males and females, pair-formation models address the issue of temporary monogamous coupling. Such coupling can introduce significant transient effects at the early stage of an epidemic. Couples in which both members are infection-free are effectively “immune” for the duration of the partnership, and a significant number of such couples will slow the spread of the epidemic relative to a noncoupled population. Technically, pairing is introduced by creating new categories for the population reflecting single or partnered status, and new parameters for the flows between categories reflecting the pairing and separation rates. Dietz and Hadeler’s (1988) primary focus is on deriving analytic solutions for the dependence of the reproductive rate, $R$, on the pairing parameters. This becomes fairly difficult due to the matching constraints introduced by multi-group pairing, so they divide the mixing population only by gender. The findings from this work suggest that the persistence of the disease (endemic equilibrium) is directly linked to the separation rate and the number of partnerships during the life course. Given a low probability of disease transmission (.001 - .002 per contact), the minimum number of lifetime partners needed for persistence of the disease is about 12. For extremely short partnerships (3 - 4 days) more than 1,000 partners over the lifetime would be needed for persistence.

There are thus several different traditions in epidemiology for modeling structured mixing. An important distinction is between the spatial models, which enumerate all of the nodes and links in a network, and the contact matrix models (of which the pair-formation models are a special case), which operate on aggregate units linked by average rates of contact. As noted above, this distinction is essentially equivalent to the sociometric and egocentric traditions in network analysis. The remainder of this article will focus largely on the latter approach. Part of the motivation for this choice of focus is the availability of data. The necessity for completely enumerating the nodes and links in a sociometric analysis makes the collection of such data feasible only for small bounded communities. In addition, when the “links” involve sensitive information (as with sexually transmitted diseases), contact tracing is intrusive, subject to significant refusal bias, and raises serious confidentiality issues. Egocentric data, while subject to other forms of reporting bias, can be collected using standard survey methods and raises fewer confidentiality issues. While the egocentric approach introduces some heterogeneity within groups and loses information on triads or transitivity bias, it tends to be more appropriate for large-scale epidemic modeling.

In moving from simple to general formulations of a mixing structure, two problems arise. The first is complexity. For an $n \times n$ contact matrix, there are potentially $n^2$ parameters that must be identified and integrated into the diffusion equation; more if there are changes over time. For example, when the subpopulation sizes are not stable or when activity levels are allowed to change, additional parameters are needed to model the process of selection in a nonequilibrium structure. Thus, in some of the general models cited above, the total number of parameters used to model the process is as much as four times the number of cells in the matrix.

This raises the second problem, that of selecting and justifying the parameter settings. The logical choice would be to base these settings on empirical data, though the lack of network data often makes this impossible. Empirically based parameters require a framework for estimation, however, and a statistically sound estimation framework is noticeably lacking from all of the papers which propose selective mixing models.

These issues, then, provide criteria for judging among competing models. There is no unique representation for a given contact matrix. Some formulations are inherently limited, like proportional or preferred mixing, but even these can be parameterized in different ways. Arbitrary mixing functions, which have proportional or preferred mixing as special cases, can also be represented in many ways. A particular representation, then, can not claim superiority on the basis of being general. A claim to superiority can, however, be based on a model’s ability to solve the two problems identified above: manageable complexity, and a framework for estimation. Log-linear models can make this claim. These models make it possible to parsimoniously
describe a mixing structure, they generate parameters that have clear and relatively intuitive interpretations, and they provide a sound statistical basis for estimating these parameters from data.

The remainder of this article reviews a log-linear based framework for analyzing the effects of networks on diffusion (Morris 1991a). While the immediate application is to epidemiology, this framework can be used for any socially structured diffusion process. In sociology, as in epidemiology, the issue of structured diffusion has been explored (Rapoport 1953, 1957, 1979, 1980; Coleman 1964, pp. 492-514; Coleman, Katz, and Menzel 1966; Skvoretz 1985; Granovetter 1978, 1983; Granovetter and Soong 1988), but a general analytic framework has been lacking.

**A GENERAL FRAMEWORK FOR SELECTIVE MIXING**

In almost all models for diffusion that rely on interpersonal contact, transmission is represented by a term resembling

\[ \text{Transmission rate} = \beta(t)S(t)I(t), \tag{3} \]

where \( S \) and \( I \) are the number of susceptibles and infecteds, and \( \beta \) is the "coefficient of conversion" or transmission coefficient.\(^2\) In contagion models, \( \beta(t) \) can be decomposed into two components, one representing activity levels or contacts and the other representing the conditional probability of transmission:

\[ \beta(t) = \frac{c(t)\tau}{N(t)} \tag{4} \]

and

\( c(t) \) = the number of contacts per person per unit time,

\( \tau \) = the probability of transmission given contact,

\( N(t) = S(t) + I(t) \), the total active population.

As formulated here, this term reflects the assumption of random mixing. Susceptibles and infecteds are two otherwise undifferentiated groups that mix in proportion to their numbers in the population. They mix randomly with respect to their disease status and with respect to other social characteristics, such as age, race, and gender. For simplicity, the transmission coefficient, \( \tau \), is represented as constant overtime. As with other biological assumptions, simplicity is chosen here in order to focus attention on the mixing issues. These assumptions may be easily relaxed.

To relax the assumption of random mixing, the infection rate term must be modified to reflect the subgroups in the population and the mixing structure among them. A model for selective mixing replaces \( \beta(t)S(t)I(t) \) with the term \( \sum_i \sum_j \beta_{ij}(t)S(t)I(t) \), where the subscripts \( i \) and \( j \) index the subgroups in the population and \( \beta_{ij}(t) \) the transmission coefficient between them:

\[ \beta_{ij}(t) = \frac{c_{ij}(t)\pi_{ij}(t)\tau_{ij}}{N_j(t)}, \tag{5} \]

\( c_{ij}(t) \) = the average number of contacts per unit time for members of group \( i \),

\( \pi_{ij}(t) \) = the conditional probability of a partner from group \( j \) given a subject from group \( i \),

\( \tau_{ij} \) = the per-partner probability of transmission from \( j \) to \( i \),

and

\( N_j(t) = \) the total number in group \( j \).

Note that the transmission coefficient \( \tau_{ij} \) need not be symmetric. In the case of AIDS, for example, the transmission coefficient from male to female is believed to be higher than the coefficient from female to male. Status asymmetries may be present in other transmission contexts. There is, however, an implicit symmetry constraint in the number of contacts between groups, and this constraint will be addressed at length below.

The level of grouping is flexible. It can be used to index individuals or to index broader categories, such as age, race, gender, religion, and cross-tabulations of these characteristics. Ideally, the level is chosen to ensure homogeneity within the groups created, but the choice of level is also constrained by the type of data available. The partnerships
can be displayed as a mixing matrix, with the rows representing subject-groups and the columns representing partner-groups. The cell entries of this matrix represent dyads rather than individuals, and the subject-group classification is, by convention, identical to the partner-group classification, so the mixing matrix is square. Where the index refers to individuals, this will be a sociomatrix.

Log-linear models are an appropriate method for summarizing the structure of this mixing matrix (Holland and Leinhardt 1981; Fienberg and Wasserman 1981). When the data are in the form of a sociomatrix, the models can be used to investigate the effects of in-degree, out-degree, and attribute bias (Wasserman and Faust 1993 provide a systematic review); to estimate block models for node-group bias (cf. Wang and Wong 1987); and to summarize forms of dyad dependence that lead to transitivity bias (Frank and Strauss 1986; Strauss and Ikeda 1990). When the data are in the form of a group-mixing matrix, log-linear models can be used to investigate various patterns of within- and between-group selection bias. For nominal parameters, patterns of homophily can be represented by one or more factor levels for diagonal cells (cf. Marsden 1988, for an example). Such homophily bias models represent the mixing continuum for the hypotheses most commonly used in epidemiology: proportional, preferred, and restricted mixing. Models for nominal factors also generalize to arbitrary mixing functions, however, so that ingroup and outgroup preferences of all kinds may be examined. Ordinal models can be used when the location of a cell relative to the main diagonal can be summarized and interpreted as the distance between the two groups. A wide range of ordinal models exists, from a simple one-parameter model to the log-multiplicative models for estimating row and column scores (Goodman 1984, pp. 66-111).

The estimated parameters are also easily integrated into the diffusion model. Because the cell counts of the contact matrix, \( x_{ij}(t) \), can be expressed as a function of the row total and the conditional row probabilities,

\[
x_{ij}(t) = N_i(t)c_{ij}(t)\pi_j(t),
\]

the transmission coefficient \( \beta_{ij}(t) \) can now be expressed in terms of the mixing matrix cell counts

\[
\beta_{ij}(t) = \frac{x_{ij}(t)\pi_j(t)}{N_i(t)N_j(t)}.
\]  

(7)

The mixing matrix cell counts, in turn, can be expressed in terms of an appropriate log-linear model, thus linking the summary parameters of the mixing structure to the diffusion process.

The dynamic nature of these processes, however, raises an additional problem. For many reasons, including demographic cycles, changes in behavior, and differential rates of removal from the active population, the relative sizes of subgroups in the population may not be stable over time. The model must, therefore, specify how people alter their mixing patterns in response to changes in the population profile.

What do people do when their preferred partners become more (or less) available? This is an interesting substantive question, and the answer will vary from one context (say, rumor spreading) to the next (say, sexual behavior). For any contact process, however, it is still possible to define the range of possible answers. As a preferred partner group becomes less available, an individual can either substitute with partners from other, less preferred groups, or reduce the number of partners they have.

This choice is constrained by the behavior of other groups, that is, it must obey a contact consistency constraint: the number of contacts between is and js must equal the number of contacts between js and is, and this implies symmetry in the contact matrix, \( x_{ij}(t) \) must equal \( x_{ji}(t) \). In practice, any empirical contact matrix will display some departure from symmetry due to a combination of sampling variability and reporting error. In theory, however, the constraint must hold, and empirical matrices will have to be adjusted accordingly. Given equation (6) above, this means

\[
N_i(t)c_{ij}(t)\pi_j(t) = N_j(t)c_{ji}(t)\pi_j(t).
\]  

(8)

Group sizes \([N_i(t)]\) change independently over time. In order to ensure that this equation remains satisfied over time, corresponding changes must be made to either or both of the remaining parameters, \( c_{ij}(t) \) and \( \pi_j(t) \). In substantive terms, as the relative availability of groups changes over time, subjects must either adjust their contact rates or their selection patterns or both.
As the parameterization of the constraint suggests, the possible behavioral responses can be arrayed along a continuum. At one end, the contact rates can be fixed, with all compensation operating through selection patterns [i.e., \( c_i(t) = c_{i0} \)]. This can be seen as a "pure drive" model of contacts: each individual has an inherent drive or quota to achieve, and as one group becomes less available, partners are simply chosen from more available groups in order to fill the quota.

The way in which selection patterns change in this model is constrained but not determined by the population changes. This can be seen by manipulating the contact equation above. Letting \( \alpha_i \) be the proportional change in group size and \( \beta_{ij} \) be the proportional change in selection patterns, substitution into equation (8) gives

\[
\alpha_i N_i(t) \propto \beta_{ij} \pi_{ij}(t) = \alpha_j N_j(t) \propto \beta_{ji} \pi_{ji}(t),
\]

and, with simplification, the dependence of selection on population changes can be made explicit,

\[
\beta_{ij} = \alpha_i \beta_{ji}. \tag{9}
\]

At any point in time, two things are fixed: population changes, \( \alpha_i, s \), and the margins of the contact matrix (by virtue of the fixed contact rates). The compensating changes in selection patterns thus have \( \frac{m^2-n^2}{2} \) degrees of freedom, the degrees of freedom in a square, symmetric, fixed-margin matrix. This flexibility means that the model can generate massive changes in partnership patterns as the population structure changes, a feature that may not be appropriate when modeling sexual (or other) partnerships. In fact, the notion of selection "preference" here is almost misleading, as the model makes selection primarily a function of drive and availability.

At the other end, the selection patterns can be fixed with all compensation operating through contact rates [i.e., \( \pi_{ij}(t) = \pi_{ij} \)]. This can be seen as a "pure selection" model of behavior and might reflect some notion of personal identity. Here, people choose partners in fixed ratios, the mix rather than the quantity being the important aspect. Using the approach above, and letting \( \gamma_j \) represent the proportional change in contact rates (the \( c_{ij}s \)) this time, substitution into equation (8) and simplification gives

\[
\gamma_j = \frac{\alpha_j}{\alpha_i}. \tag{10}
\]

One solution to this will always be \( \gamma_j = \alpha_j^{-1} \), the group changes its contact rate in exact inverse proportion to its change in size, but the general solution above implies that for any set of population changes, choosing one of the contact rate adjustments (\( \gamma_j \)) sets the rest. In other words, while there may be different contact rates for every group, there is only one degree of freedom under the pure selection model for setting them all. It is as if the group with the ability to enforce its sexual activity level drives the rest of the population.

Neither of these models is very satisfying or realistic. In between the two extremes that they define lie what might be called "modified selection" models. In these models, individuals accomplish changes in relative group size by adjusting both contact rates and selection patterns. The way in which this mix is obtained is open to modeling, though, in general, this flexibility entails a loss of direct control over the basic behavioral components, \( c_{ij} \) and \( \pi_{ij} \). In return, it becomes possible to separate and directly model the effects of population composition and preferences.

The population composition can be regarded as an opportunity structure or market, a constraint within which people negotiate their preferences. This suggests a different decomposition of the contact matrix cell counts. Rather than the traditional margin \( \times \) conditional probability equation (6), cell counts can be modeled as a function of population structure and mixing preferences. Population structure is then free to change over time, and mixing preferences may be treated as either stable or changing, depending on the substantive context. In simple form, this decomposition might look like

\[
x_{ij}(t) = \frac{N_i(t)N_j(t)}{N(t)} \alpha_{ij}, \quad \alpha_{ij} = \alpha_{ji} \tag{9}
\]

where \( K_{ij}(t) \) represents the population or opportunity structure, and the mixing preference term, \( \alpha_{ij} \), could reflect a mutual signaling dynamic between the two potential partners, for example,
The $s_{ij}$ terms can be interpreted as the probability that a member of group $i$ signals yes to a member of group $j$, a function of activity level preference and selection preferences for members of group $i$. These are not required to be symmetric. The scale factor $c$ represents the number of contact opportunities, that is, the average number of new people met per unit time. Under this model, behavior now varies over time in response to relative group sizes, and the preferences of both partners contribute to the probability of contact being made. These two features enhance the substantive credibility of the model.

The $\alpha_q$ preference term may be treated as either constant or time-dependent. In the absence of longitudinal data, it would seem reasonable to assume, as a first approximation, that the preferences are constant. The reasonableness of this assumption clearly varies with context. Sexual preferences, for example, are likely to be less volatile than brand loyalties. The assumption of constant preferences, in any case, does not constrain behavior to be constant, as behavior is also a function of changing opportunities, $K_q(t)$.

Perhaps most importantly, the $\alpha_q$ term from equation (9) can be estimated from data using standard techniques under some reasonable conditions (cf. Morris 1991a, Appendix). Assuming constant preferences, for example, one can estimate the $\alpha_q$ term from contact matrix data at any time point using a log-linear model. Letting $m_q$ represent the expected cell counts under the model,

$$\hat{m}_q(0) = K_q(0) \hat{\alpha}_q$$

$$= \exp[\log K_q(0) + \hat{u} + \hat{u}_{10} + \hat{u}_{20} + \sum_i \hat{u}_{i0}].$$

The first three $u$ terms represent the reference category and the main row and column effects, respectively. The last term, $u_{i0}(0)$, represents the $i$'th interaction term, either the standard row x column interaction, or a specific contrast, for example a diagonal parameter. These provide a summary of the mixing preference structure, an estimate of $\hat{\alpha}_q$. The $K_q(0)$ term, which represents only population size, is assumed to be known and to have a coefficient of 1, so it can be fit as an offset (cf. Aitken 1989, p. 127).

The estimates of $\hat{\alpha}_q$ can then be used to incorporate selective mixing into a diffusion model. In a simulation setting, the new subgroup sizes computed at each time step can be used to calculate $K_q(t)$, the population structure. The mixing matrix cell counts can then be updated using the new population structure and the estimates of the preferences obtained by the log-linear model,

$$\hat{m}_q(t) = K_q(t) \hat{\alpha}_q.$$  

These estimates can then be substituted back into the infection rate term of the diffusion model (Equation 7), completing the updating algorithm and establishing the final link in the modeling framework:

$$\hat{b}_q(t) = \frac{\hat{m}_q(t) \tau_q}{N(t) N(t)}$$

$$= \frac{\hat{\alpha}_q \tau_q}{N(t)}.$$  \hspace{1cm} (11)

In short, log-linear models can be used to estimate the underlying selection preference structure. These estimates can then be used to update the contact patterns and thus the infection rate, as the population profile changes over time.

The framework reviewed here provides a simple way to model the widest possible variety of mixing patterns and incorporate these patterns into dynamic models of diffusion. Log-linear methods make it possible to systematically explore and summarize network structure. The conditional likelihood ratio statistic can be used to monitor the accuracy-parsimony trade-off, and the size and standard error of the parameter estimates can be used to identify the major sources of differential association. The modified selection model and the updating algorithm allow the estimated mixing parameters to drive a diffusion simulation even as the population profile changes. It is, in short, an integrated and general framework for exploring the role of social structure in the dynamic of social diffusion.
SOME RESULTS IN PROJECTING THE SPREAD OF AIDS

For diseases that require only casual or unintentional contact, like influenza, the assumption of random mixing may not introduce serious distortion. For a sexually transmitted disease like AIDS, however, this assumption implies that sexual partners are chosen at random and is clearly untenable. The sexual opportunities available to an individual, and the partners deemed appropriate, will vary systematically from one social group to the next. Demographic attributes like age, race, ethnicity, gender, sexual preference, and marital status play an overwhelming role in defining the boundaries of appropriate sexual partner groups. Other attributes, like occupation, education, social status, and religion play a similarly important role. The evidence for such selective association in friendship (e.g., Laumann 1973; Verbrugge 1977; Fischer 1982), and marriage formation (Hunt 1940; Centers 1949; Pagnini and Morgan 1990) is overwhelming. In projecting the sexual spread of AIDS, therefore, selective mixing cannot be ignored.

While the log-linear framework proposed above solves the methodological challenge posed by selective mixing, the virtual absence of empirical data remains a problem. Reliable data on sexual behavior are rare, sexual network data (either egocentric or sociometric) even more so. A limited range of data are available from various sources, however, including census data on age matching for first marriages, General Social Survey data on contact rates in the general adult population, and one network-oriented AIDS survey. These data have made it possible to use the log-linear modeling framework to explore how selective mixing might potentially affect the spread of the epidemic.

One of the most important findings is that the type of attribute used to define partner selection rules makes a difference. When these attributes are relatively stable over an individual’s lifetime, like gender, race, or sexual preference, stable mixing groups are likely to form. The potential for spread between two groups that are not directly connected by sexual interaction then (e.g., gay men and heterosexual women) depends on the existence and size of a bridge population. By contrast, when the attributes that define partner selection rules change over an individual’s lifetime (e.g., age or marital status), more fluid mixing groups are formed and the potential for spread is much higher. Here the mixing structure is characterized by a dual transmission regime, with some infections carried into a group by individuals whose group membership changes, and other infections passed between groups by sexual contact. This kind of mixing structure makes the epidemic much more likely to spread, even with lower rates of sexual contact. The two attribute types thus generate two distinct transmission regimes. The implication is that the amount of behavioral change required, and the most strategically important subgroups from an intervention standpoint, depend on the type of mixing structure in which people are embedded (Morris 1989, 1990).

Another significant finding is that the effects of selective mixing interact strongly with other characteristics of the transmission process, most importantly, variations in initial seroprevalence (fraction of the population infected) and subgroup activity levels. Using one of the few available data sets on networks of sexual partners, the AIDS in Multi-Ethnic Neighborhoods Survey (AMEN; Catania, Coates, Kegels, and Fullilove 1992) the effects of selection patterns based on racial and ethnic boundaries was examined (Morris 1991b). These effects were shown to be fairly complex.

The initial effects of mixing depend strongly on initial prevalence: Mixing has little effect if there is uniform prevalence across all groups, but fairly large effects if initial prevalence varies. Where initial prevalence in a subgroup is high, positive assortative mixing acts to intensify within-group spread, increasing rates of infection relative to proportional mixing. Where initial seroprevalence is low, on the other hand, positive assortative mixing helps to keep it low. These initial effects may be transient, however. If the group has a relatively lower contact rate, the lower rate will be amplified by within-group selection and eventually lead to lower levels of infection under selective mixing. If the group has a relatively higher contact rate, on the other hand, within-group selection amplifies the rate of transmission, leading to higher levels of infection under selective mixing. Where both initial prevalence and activity level are low, and the homophily bias is relatively strong, selective mixing always leads to lower levels of infection.

Finally, these simulations have also shown that even when the effects of selective mixing are small at the aggregate level, they may still be quite pronounced at the subgroup level. In the AMEN-based analyses described above, the effects of selective mixing on the total
number infected at each point in the epidemic path was fairly small. Selective mixing led to about 1% to 2% less infection over time. The effects at the subgroup level, however, tended to be much larger and more variable, with selective mixing generating as much as 15% to 20% more (or less) infection in each subgroup. Such subgroup effects are also critical from an intervention standpoint. They become visible more quickly, and they help to pinpoint where intervention is most needed and most likely to be effective.

Overall, the simulations suggest that there is some potential for a heterosexual epidemic under the conditions examined. These models suggest, however, that the first evidence of such an epidemic will not appear at the aggregate level, but rather at the subgroup level. If the infection is just beginning to spread in the non-drug-using heterosexual population, noticeable growth in the overall number of AIDS cases will not occur for decades. The overall incidence of AIDS may actually even decline for some period of time, but in the presence of selective mixing, such overall trends will be misleading. Much attention is currently being given to the recent reduction in the overall rate of growth in new AIDS cases (cf. Centers for Disease Control 1991a, Figure 5). The rate of growth in heterosexual cases, however, while still small, continues to rise (cf. Centers for Disease Control 1991b, Figures 1a and 1b). This type of pattern is consistent with the evolution of an epidemic in a selectively mixing population. To interpret the overall decline as meaning that the epidemic has run its course, therefore, is probably premature. Careful monitoring of sentinel groups, guided by selective mixing models, can help to distinguish between short- and long-term dynamics in this epidemic.

At the same time, it is important to keep in mind the limitations of the simulation approach. The characteristics used to define the mixing groups in these simulations—age, race, ethnicity, and sexual preference—are clearly not the only relevant characteristics used for partner selection. Other characteristics, such as marital status and socioeconomic status, need to be considered, and variation in activity levels within groups is also likely to be significant. Theoretically, this poses no problem for the modeling framework, as one can easily expand the mixing matrix to permit more specific mixing group definitions. Practically, however, increasing the number of mixing groups exponentially raises the number of cells in the mixing matrix that have to be filled, requiring exponential increases in sample size. In addition, the reliability and validity of respondent reports on partner characteristics become problematic when one moves from asking the respondents to report their partner's race/ethnicity to the number of partners their partner has had in the last year.

As a general rule, simulations of the sort presented here are best used for gaining insight into the dynamics of diffusion through typical mixing structures. Demands for realism or accuracy will seldom be satisfied, but understanding may still be enhanced. Finally, it is worth noting, again, that the compartmental model approach adopted here precludes the investigation of certain types of network biases, most importantly triad or transitivity bias. It can be expected that triads would function much as the couples in the pair-formation models reviewed above and would reduce the speed of within-group spread. This is an area that should be addressed in future research.

**CONCLUSION**

A decade ago, a paper on epidemiology and social networks would have seemed like a strange idea. Things have changed quickly. In large part, the change has been "disease driven," but this should not obscure the methodological and theoretical gains that both fields now stand to gain from collaboration. At this point, there is great deal of interest among epidemiological modelers in developing methods for analyzing how social networks channel epidemics. Among sociologists, by contrast, the response has been small; practically none have become involved in the modeling effort (Klvdahl 1985; Klvdahl et al. 1991; Laumann, Gagnon, Michaels, Michael, and Coleman 1989; and Morris 1990, 1991a, 1991b are the exceptions). This is unfortunate for two reasons. From a practical perspective, projections for the spread of diseases like AIDS may be very misleading if the effects of selective mixing are ignored. From a theoretical perspective, diffusion processes offer an interesting vantage point for research into the dynamic aspects of social structure. The challenge is to formally represent the way that social structure transforms individual behavior into an often unintended collective outcome.
Both sociology and epidemiology have something to gain from collaboration here, as their strengths and weaknesses are complementary. Where sociology is strong on the theory of selective mixing, and weak on the mathematical depiction of diffusion under these conditions, epidemiology is strong on the mathematics of diffusion, and weak on the modeling of selective mixing. A major barrier between the fields has been the absence of a general analytic framework that bridges the mixing and diffusion processes. The framework reviewed in this article provides such a bridge and offers a general method for modeling diffusion through social structures.

NOTES

1. Proportionate mixing is assumed by another popular method of incorporating heterogeneity in activity levels, the coefficient of variation approach developed by Anderson, Medley, May, and Johnson (1986).
2. When conversion is a function of both contagion and innovation (a noncontagious process, like an external source), the rate of change in adopters (infecteds) reflects both components: \( \alpha + \beta I(t) \). For a discussion of the stochastic version of this process, see Coleman (1964, pp. 343-53). This kind of model is commonly used in market research (Bass 1969, pp. 217-18) and is equivalent to the simple contagion model when \( \alpha = \beta I(0) \) (Bartholomew 1973, p. 299).
3. When subjects have more than one partner (a form of clustered sampling), this may introduce some correlation among contacts within persons, raising questions about the statistical independence of the observed dyads. Dependence would result if respondents filled rigid quotas of partner types; the type of partner for the later contacts, then, would not be independent of the type of partner for the earlier contacts. Given the low average number of partners (per year) for most of the population, this problem may not be a serious one. Yamaguchi (1990) presents methods that can be used to assess this assumption.
4. This is essentially equivalent to the "two-sex" problem in demographic modeling (Pollard 1973; Pollack 1986). Implicit in the model that will be reviewed here is an alternative solution to the two-sex problem. Note that the transmission coefficient \( t_g \) does not have to be symmetric, so transmission may be more likely in one direction than the other. Only the contact process must be symmetric.
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